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ABSTRACT

In volume seam carving, seam carving for three-dimensional
(3D) cost volume, an optimal seam surface can be derived
by graph cuts, resulting from sophisticated graph construc-
tion. However, the graph cuts algorithm is not suitable for
practical use because it incurs a heavy computational load.
We propose a multi-pass dynamic programming (DP) based
approach for volume seam carving that reduces computation
time to 60 times faster and memory consumption to 10 times
smaller than those of graph cuts, while maintaining a similar
image quality as that of graph cuts. In our multi-pass DP, a
suboptimal seam surface is created instead of a globally op-
timal one, but it has been experimentally confirmed by more
than 198 crowd workers that such suboptimal seams are good
enough for image processing.

Index Terms— Seam carving, multi-pass dynamic pro-
gramming, video retargeting, tone mapping

1. INTRODUCTION
This paper proposes a scheme for seam carving (finding seam
surfaces) in a three-dimensional (3D) cost volume that fea-
tures low computation time and memory consumption. Here-
after, we refer to seam carving for 3D cost volume as “vol-
ume seam carving.” Volume seam carving has been applied to
various image processing tasks, such as video retargeting [1],
video summarization [2, 3], and tone mapping [4]. The vol-
ume seam carving procedure is as follows: A cost volume is
first created, then a seam surface is determined that affects the
cost less if it is removed. That seam surface is then removed,
and the procedure is repeated until the targeted 3D volume is
obtained. A seam surface is a two-dimensional (2D) manifold
in the cost volume.

To achieve the volume seam carving task outlined above,
to date, the graph cuts algorithm [1] has been the only choice
because more efficient algorithms such as the dynamic pro-
gramming (DP) algorithm used in still image seam carving [5]
have not been considered for use in this area. Rubinstein et
al. [1] stated that volume seam carving cannot be solved with
DP and deemed graph cuts the only choice. However, it is
well-known that the graph cuts algorithm requires a tremen-
dous amount of computational time and memory when the

number of nodes and edges increases. Consequently, in or-
der to make such problems solvable, Rubinstein et al. [1]
proposed a multi-resolution method and Chen and Sen [2]
employed a video chunking method. However, the signifi-
cant computation time and high memory usage of the graph
cuts algorithm remain critical problems in the era of high-
resolution images/videos.

In this paper, a multi-pass DP scheme that realizes volume
seam carving with low computation time and memory con-
sumption is proposed. Here, we propose two options: con-
tinuous mode and discontinuous mode. In continuous mode,
the connectivity of the generated seam surface is ensured even
though it is suboptimal, that is, not globally optimal. In dis-
continuous mode, connectivity is not guaranteed, but a lower
energy path can be found. We describe a monotonic manifold
as a seam surface even if it is unconnected. In video retarget-
ing, seams may be amenable to discontinuous mode between
frames, as discussed by Grundmann et al. [6], Chao et al. [7],
and Yan et al. [8]. In contrast, in tone mapping, the connectiv-
ity of the seam surface is important, as discussed by [4]. For
these reasons, both operational modes are presented here.

In this paper, the proposed method is applied to video
retargeting and tone mapping in order to verify its efficacy.
We present the results as well as the average computation
time and memory consumption that respectively decrease to
approximately one-sixtieth and one-tenth those of the graph
cuts based solutions. We also verify via large scale subjective
evaluation experiments that the suboptimal solution can pro-
duce an image quality roughly equivalent to that of graph cuts
in these applications. It is important to note that this paper
presents a new and general optimization method (multi-pass
DP) for various kinds of volume seam carving based applica-
tions, not a specific application using multi-pass DP.

2. MULTI-PASS DP
We propose a new approach based on DP for volume seam
carving. A cost volume is defined as C(x1, x2, x3), where
x1, x2, x3 are integers in the ranges 0≤x1< n1, 0≤x2<n2,
0 ≤ x3 < n3, and n1, n2, n3 are resolutions of the cost vol-
ume in the x1, x2, x3 directions, respectively. A seam surface
that crosses the x1 axis is defined as S(x2, x3). When the
seam surface passes coordinate (x1, x2, x3), we describe it as
S(x2, x3)=x1. (x1, x2, x3)= (x, y, t) for video retargeting,
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Fig. 1. Continuous DP process. The seam surface is connected in both the x2 and x3 directions.

which reduces the x resolution at each frame t. The value of
cost volume C(x1, x2, x3) at each coordinate is obtained in
the same manner as conventional methods.
2.1. Continuous method
Step 1: Accumulation along the x2 axis
In this step, cost values are accumulated in each x1−x2 plane
along the x2 axis, from x2 =0 to n2−1 using minimization,
just like the original seam carving for image retargeting [5].
An accumulated cost function A1 is obtained by
A1(x1,0,x3) = C(x1,0,x3),
A1(x1,x2,x3) = C(x1,x2,x3)+

min
j∈{−1,0,1}

A1(x1+j, x2−1, x3). (x2>0)
(1)

Step 2: Accumulation along the x3 axis and seam deter-
mination in the x1−x3 plane at x2=n2−1.
A seam is derived in the x1−x3 plane at x2 = n2−1 in this
step. Accumulated cost function A1(x1,x2,x3) is furthermore
accumulated in the x3 direction, from x3 = 0 to n3−1, via
minimization, and accumulated cost function A2 is obtained.
The value of j selected during the minimization is recorded
in path P2(x1, n2−1, x3).
A2(x1,x2,0) = A1(x1,x2,0).
A2(x1,x2,x3) = A1(x1,x2,x3)+

min
j∈{−1,0,1}

A2(x1+j, x2,x3−1), (x3>0)

P2(x1,x2,x3)= argmin
j∈{−1,0,1}

A2(x1+j, x2, x3−1)+x1, (x3>0)

(2)
The x1 that minimizes A2(x1,n2−1,n3−1) for the current x2

is chosen and assigned to S(n2−1,n3−1). The final seam is
the optimal path obtained by following P2 from x3 = n3−1
to 0.{
S(x2,n3−1) = argmin

x1

A2(x1,x2,n3−1)

S(x2,x3) = P2(S(x2,x3+1), x2, x3+1), (x3<n3−1).
(3)

Step 3: Accumulation along the x3 axis and determina-
tion of a seam in each x1−x3 plane.
A seam in each x1−x3 plane is derived in this step, starting
from x2=n2−2 and reducing x2 by one. First, the accumu-
lated cost function A2 is updated at each x1−x3 plane:

A2(x1,x2,x3)=

{
A2(x1,x2,x3), (|x1−S(x2+1,x3)|≤1)
∞, (otherwise).

(4)

This update has the effect of making the seams between each
consecutive x2 connected.

Second, accumulated cost function A2(x1,x2,x3) and
path P2(x1,x2,x3) are obtained by accumulating A1(x1,x2,x3)
in the x3 direction, from x3 = 0 to n3−1, in the same way
as Eq. (2). The x1 that minimizes A2(x1,x2,n3−1) is then
chosen and assigned to S(x2, n3−1). The final seam is the
optimal path obtained by following P2 from x3=n3−1 to 0
in the same way as in Eq. (3). Subsequently, x2 is reduced by
one, and the derivation of the seam in the next x2 is repeated,
starting with Eq. (2). The complete seam surface is obtained
when the process ends at x2=0.

Fig. 1 shows the continuous DP process. The gray path
shows the seam obtained at x2=n2−1. By successively cre-
ating a seam in each x1−x3 plane that is connected to the
seam in the previous x2, the seam surface becomes totally
connected in the x2 direction. In addition, the seam obtained
in each x2 is connected in the x3 direction because j is se-
lected from among {−1,0,1} in Eq. (2). Hence, the obtained
seam surface S(x2,x3) is guaranteed to be connected.

2.2. Discontinuous method
Steps 1 and 2 are virtually the same as in Section 2.1. The
only difference is that path P1 in the x2 direction is recorded
in Eq. (1) to give

P1(x1,x2,x3)= argmin
j∈{−1,0,1}

A1(x1+j, x2−1, x3)+x1, (x2>0).

(5)
Step 3: Seam determination in each x1−x2 plane

A seam in each x1−x2 plane is derived in this step. By select-
ing a path from the paths in P1 that crosses seam S(n2−1,x3)
in the x1−x3 plane at x2=n2−1, a seam can be independently
obtained in each x1−x2 plane.

S(x2, x3) = P1(S(x2+1, x3), x2+1, x3), (x2<n2−1)
(6)

The complete seam surface is derived by obtaining a seam in
every x1−x2 plane.

Fig. 2 shows the process followed by the discontinuous
method. Although the gray seam in x2=n2−1 is connected
in the x3 direction because of Eq. (2), any seam obtained as
an intersection of the seam surface and other x1−x3 planes are
not guaranteed to be connected because Eq. (3) is calculated
independently at each x3. The connected seam in the x1−x3

plane at x2 = n2−1, however, has the effect of making the
seam surface prone to connecting in other x1−x3 planes.
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Fig. 2. Step 3 of discontinuous DP process.
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Fig. 3. Results of video retargeting.

3. APPLICATIONS AND RESULTS
In order to show that the proposed method is general, we
applied our proposed multi-pass DP to two different appli-
cations. All experiments were performed on an Intel Core
i7-2600 3.4 GHz CPU machine with 16 GB of RAM, using
methods implemented in C++.
3.1. Video retargeting
3.1.1. Experimental results
Video retargeting was achieved by applying the proposed
method to the energy functions presented by Rubinstein et
al. [1]. We adopted the forward energy proposed by [1].

We tested the proposed method with eight videos. The
results for five videos are shown in Fig. 31. The resolutions
(width, height, number of frames) of the original videos 1–5
in Fig. 3 are (352, 288, 300), (148, 144, 131), (282, 288, 91),
(540, 280, 99), and (540, 280, 97), respectively. For com-
parison, the results for seam surfaces derived by graph cuts
are shown in Fig. 3(d). A simple multi-resolution method
with a downsampling scale of 4 was adopted for the images in
Fig. 3(d). No multi-resolution or downsampling was adopted
for Figs. 3(b) and (c) because it was not necessary.

Videos 1 and 2 are scenes in which foreground objects are
moving and the background is stable. The other videos are
scenes in which both foreground and background are mov-
ing. In video 1 and 2, noticeable deterioration is not created in
Figs. 3(b) and (d). In contrast, the foreground or background

1The others are shown in the supplemental material.

Table 1. Comp. time and memory consumption for Fig. 3.
(a) Computation time (s) (b) Maximum memory consumption (MB)

Multi-pass DP Graph cuts(cont/ disc.)

Video 1 207 / 213 4,988
Video 2 13 / 13 347
Video 3 83 / 85 4,645
Video 4 445 / 449 43,419
Video 5 436 / 436 24,115

Average 237 / 239 15,503

Multi-pass DP Graph cuts(cont./ disc.)

124 / 241 2.4 GB
15 / 27 358
41 / 77 721
65 / 123 1.2 GB
64 / 121 866

62 / 118 1.1 GB

is shaking between frames in Fig. 3(c) because connectivity
is not guaranteed in (c). In videos 4 and 5, some players are
distorted, as shown in Fig. 3(b) and (d). It is clear that the
continuous method is suited for videos that have little mo-
tion, and the discontinuous method is suited for videos whose
motion is strenuous.

The computation time and maximum memory consump-
tion are shown in Tables 1(a) and (b), respectively. By re-
placing graph cuts with multi-pass DP, the computation time
is reduced to 1.5%. The maximum memory consumption
is reduced to 5.6% by replacing graph cuts with continuous
DP, and to 11% with discontinuous DP, even without multi-
resolution or down-sampling. Note that the computation time
and memory usage of our multi-pass DP increases by an order
of O(n), where n is the number of voxels in the cost volume.
On the other hand, the computation time and memory usage
of the graph cuts based method grow more rapidly with n.
3.1.2. Subjective analysis
We conducted subjective evaluation experiments to verify that
the quality of the videos retargeted by our multi-pass DP is al-
most equal to that of graph cuts with respect to human percep-
tion. We used a crowdsourcing service and 163 participants
took part in the test. The flow of the test was as follows:
First, subjects were asked to watch four videos (the origi-
nal and three videos retargeted by our continuous method,
our discontinuous method, and graph cuts) on our web page,
in which the original video is displayed at the center of the
top row and the three retargeted videos are arranged horizon-
tally on the row beneath. After that, subjects were asked to
“choose the best video in terms of quality.” They could replay
the videos any number of times and were able to choose one
of four choices, either “Video A/B/C is the best” or “Cannot
notice the difference.” The three retargeted videos and four
choices were randomly ordered to remove any bias. We used
the eight videos mentioned in Section 3.1.1 along with two
other videos for dummy questions, in which three identical
retargeted videos were displayed on the lower row. There-
fore, subjects were asked to answer ten questions including
two dummy questions. The order of the ten questions was
also random. The reason why we add the dummy questions is
to filter out the noisy results of dishonest subjects. In the sup-
plemental material, we show the results of the subjects that
correctly selected the choice “cannot notice the difference” in
dummy questions: in other words, the subjects that were not
fooled by the dummy questions.



Table 2. Number of subjects that preferred the retargeted
video of each method.

Multi-pass DP Graph cuts Cannot notice Total(cont. / disc.) the difference

Video 1 24 / 8 39 92 163
Video 2 42 / 13 28 80 163
Video 3 40 / 17 22 84 163
Video 4 14 / 50 25 74 163
Video 5 19 / 39 37 68 163

Average 27.8 / 25.4 30.2 79.6 163
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Fig. 4. Tone mapping results. (a) Multi-pass DP (continuous),
(b) Graph cuts, (c) LLF [9], and (d) LEPF [10].

The result of the five videos of Fig. 3 is shown in Table 21.
We observe that on average, about half of the 163 subjects
answered that there was no noticeable difference between the
retargeted videos. On average, both of our methods obtain
a score that is near that of graph cuts, and the sum of the
two methods are significantly more than that of graph cuts.
Therefore, in practical use, users can obtain an output that
is equivalent to graph cuts by selecting the best result after
applying both of our methods to the input video because our
methods are very fast to calculate.

3.2. Tone mapping
3.2.1. Experimental results
We applied our method to the tone mapping based on volume
seam carving, which was proposed by [4]. We show the detail
of this algorithm in the supplemental material.

We tested the continuous method with 10 HDR images
obtained from [11], [12], and [13]. The results for six images
are shown in Fig. 41. The resolution (width, height) of images
1–6 in Fig. 4 are (1000, 664), (760, 1016), (512, 381), (401,
535), (512, 768), and (1000, 563), respectively. For compar-
ison, the results for seam surfaces derived by graph cuts are
shown in Fig. 4(b). Figs. 4(a) and (b) look very similar. Be-
cause the average peak signal-to-noise ratio (PSNR) between
Figs 4(a) and (b) is 33.5 and the average structural similarity
(SSIM) [14] is 0.981, there are no visible differences.

Figs. 4(c) and (d) show the results for the local Laplacian
filer (LLF) [9] and local edge-preserving filter (LEPF) [10]
methods for comparison. On the whole, the detail is clear in
Figs. 4(c) and (d); however, the contrast in Figs. 4(a) and (b)
is higher than in Figs. 4(c) and (d). We show the quantitative
analysis of these images in the supplemental material.

The computation time and maximum memory consump-

Table 3. Comp. time and memory consumption for Fig. 4.
(a) Computation time (s) (b) Max memory consumption (MB)

Multi-pass DP Graph cuts(continuous)

Image 1 0.88 18.38
Image 2 4.17 245.29
Image 3 0.28 24.82
Image 4 0.28 3.69
Image 5 0.53 10.99
Image 6 0.76 26.09

Average 1.15 54.88

Multi-pass DP Graph cuts(continuous)

40 70
46 82
12 22
14 24
24 42
34 90

28 55

Table 4. Number of subjects that preferred the tone-mapped
image of each method.

Multi-pass DP Graph cuts Cannot notice Total(continuous) the difference

Image 1 23 46 129 198
Image 2 86 48 64 198
Image 3 28 58 112 198
Image 4 30 28 140 198
Image 5 36 35 127 198
Image 6 13 38 147 198

Average 36.0 42.2 119.8 198

tion are shown in Tables 3(a) and (b), respectively. By re-
placing graph cuts with continuous DP, the computation time
was reduced to 2.2% and the maximum memory consump-
tion was reduced to 51%. The number of iterations was 81
for each image.
3.2.2. Subjective analysis
We conducted subjective evaluation tests for the tone mapping
results, similar to those for video retargeting in Section 3.1.2.
The number of subjects was 198, and only two tone-mapped
images were displayed side by side on the web page. Sub-
jects were asked to select one of three choices, either “Image
A/B is better” or “Cannot notice the difference.” We used the
10 HDR images mentioned in Section 3.2.1 and three other
images for dummy questions, in which two identical images
were displayed.

The results of six images of Fig. 4 are shown in Table 41.
We did not compare our method with the results of LLF [9]
in Fig. 4(c) and LEPF [10] in Fig. 4(d). These methods are
not volume seam carving based methods, and the purpose of
this experiment is to verify that the same image quality can
be obtained by our multi-pass DP and graph cuts. We observe
that on average, 60.5% of 198 subjects noticed no difference
between the two tone-mapped images.

4. CONCLUSION
In this paper, we proposed a fast volume seam carving method
based on multi-pass DP and applied it to video retargeting and
tone mapping applications. Experimental results showed that
our method is approximately 60× faster and consumes 10×
less memory than conventional graph cuts based methods.

Our large-scale subjective evaluation experiments showed
that more than a half of participants noticed no differences
between the results of our method and those of graph cuts.
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